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Company Partners
| SYNoPSys

e CEVA Q3Jimagnation
Renesas KGN wsiee

Leaders in enabling high-performance Intel
software solutions for new Al processing
systems

Enabling the toughest processors with tools
and middleware based on open standards

[ S
Established 2002 in Scotland, acquired by ® codeplay’ | “m A OAK ‘ Argonne@
Intel in 2022 and now ~90 employees. _——." \Rhl DGE o imoasron

Y
Enabling Al & HPC / And many more!
Supported Solutions - to be Open, Safe &
An open, cross-industry, SYCL based, | ACCESSibIe to A”

unified, multiarchitecture, multi-
vendor programming model that
delivers a common developer
experience across accelerator

Ol‘leAPI architectures

Markets

High Performance Compute (HPC)
Automotive ADAS, loT, Cloud Compute
Smartphones & Tablets

Medical & Industrial

Technologies: Artificial Intelligence

fassls,

C ComputeCpp A ComputeAorta Vision Processing
C++ platform via the SYCL™ The heart of Codeplay's Machme Learning
openstandard, enabling vision compute technology enabling Blg Data Compute
& machine learning e.g. OpenCE"’. SPIR-V™, HSA™ and
TensorFlow™ Vulkan™
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Engineer Michael Wong

° Chair of SYCL Heterogeneous Programming

Language Argonne and Oak Ridge National Laboratories Award
. . ™
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g ISO C++ Directions GrOUp past Chair Al\/rl)Dp GPUs g P NSITEXE, Kyoto Microcomputer and Codeplay
° Past CEO OpenMP Software are bringing open standards programming to
17 June:2021 RISC-V Vector processor for HPC and Al systems

° ISOCPP.org Director, VP 29 October 2020

http://isocpp.org/wiki/fag/wg21#michael-wong Argonne & ®codeplay  %OAKRiGE . o codentar
e  michael@codeplay.com Il | g o ' P
. fraggamefln@gmall'com LEMONT, IL, and OAK RIDGE, TN, and EDINBURGH, UK, June 17, 2021 - Argonne National Laboratory (ANL) in collaboration with Oak T
e  Head of Delegation for C++ Standard for Canada ey oo omiae MATeN1%! o exaing PG and Al sofwarefor embedced sysems
° Chair of Programming Languages for Standards

Council of Canada NERSC, ALCF, Codeplay Partner on SYCL for Next-

Chair of WG21 SG19 Machine Learning generation Supercomputers

Chair of WG21 SG14 Games Dev/Low OFFEtay 20

Latency/Financial Trading/Embedded
° Editor: C++ SG5 Transactional Memory Technical
Specification
° Editor: C++ SG1 Concurrency Technical Specification . 3
Y MISRA C++ and AUTOSAR The National Energy Research Scientific Computing Center (NERSC) at Lawrence Berkeley National Laboratory (Berkeley Lab), in
collaboration with the Argonne Leadership Computing Facility (ALCF) at Argonne National Laboratory, has signed a contract with
° Chair of Standards Council Canada TC22/SC32 Codepley Sotmars o rihence the LLVM SYCL™ GF) compler capeblltes for NVIDIAB A100 SPUs
Electrical and electronic components (SOTIF)
° Chair of UL4600 Object Tracking
° http://wongmichael.com/about

° C++11 book in Chinese:
https://www.amazon.cn/dp/BOOETOV20Q

We build GPU compilers for some of the most powerful
supercomputers in the world
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A Brief history of DHPCC++

« A mouthful like RAIl but what does it mean ...??
o First was 2017 with IWOCL 2017, Toronto, Canada by Rod and |

@) Distributed and Heterogeneous Programming in C/C++ (DHPCC++17) - SYCL.tech

o Actually it was not the first, it was just the first called by that name which |
I(gleliberately targeted HPC in the middle of the name but it doesn’t stand for HPC
o First was

m SYCL workshop at PPoPP’16 as well as the Berkeley Heterogeneous C++ Summit in 2016.

« Second was 2018 in Oxford, UK T N

J
O Heterogeneous Development at the DHPCC++ 2018 Workshop - Codeplay Software Ltd ; - ’W 8- — £
F o I W B S T

o Third was 2019 in Boston, USA

O DHPCC++ 2019 (iwocl.org) "...,‘..' =
« Then we stopped ... why? T
o SYCLCon 2020 coincided with SYCL becoming a Tullf Wi

o Rebirth 2022 at EuroPar

O  Distributed and Hete[oqeneous Programming in C++ (DHPCC++22) - SYCL.tech

« More coming

May 13-15, 2019
® codeplay’ Py Boston USA


https://sycl.tech/events/17/01/10/distributed-heterogeneous-programming-in-c-cpp-dhpccpp17.html
http://conf.researchr.org/track/PPoPP-2016/SYCL-2016-papers
https://sites.google.com/a/lbl.gov/berkeleycppsummit2016/home
https://www.codeplay.com/portal/news/2018/05/10/heterogeneous-development-at-the-dhpccpp-2018-workshop.html
https://www.iwocl.org/iwocl-2019/dhpcc/
https://sycl.tech/events/22/03/24/distributed-heterogeneous-programming-in-cpp.html

What I'll Talk about

 The future of C++ with heterogeneous systems
 SYCL's role in this future

* Emergence of RISC-V

 The safety critical challenges

® codeplay”’ © 2022 Codeplay Software Ltd.



®

SYCL Single Source C++ Parallel Programming

SYCL-DNN Code
SYCL Parallel STL

One-MKL Complex ML frameworks
One-DNN Standard C++ can be directly compiled
OneDPC C++ and accelerated
SYCL-BLAS . . Application
SYCL-Eigen Libraries Frameworks TensorFlow

C++ Template C++ Template C++ Template C++ templates and lambda
Libraries Libraries Libraries functions separate host &
accelerated device code
C++ Kernel Fusion can SYCL r;i !\’o
give better performance Compiler Compller » 9 M Visual C++

on complex apps and libs
than hand-coding \ E E /

CPU
/ a
. Other

OpenCL [ Backends }
Accelerated code @ N7 SYCL is ideal for accelerating larger
passed into deyice H[ CPU ][ GPU ]] [[[ CPU ][ GPU ]] C++-based engines and applications
OpenCL compilers 7 . o

[ Fca |[ osp | [ Fra | bsp | with performance portability

® codeplay”’ © 2022 Codeplay Software Ltd.




oneAPl and SYCL

1 Gco

oneAPI e SYCL sits at the heart of
oneAPI|
: J * Provides an open standard
Intel® oneAPI Dpc:jjl:er and RuntmL/ i N t e rf ace f or d eve I 0O p ers

* Defined by the industry

® codeplay”’

© 2022 Codeplay Software Ltd.



Programming Models Must Persist

US National Laboratory Supercomputers 2021-2023

AVD CPU « HPC and now exascale computing requires
{ Perimitter . Intel GPU programming models that endure for future
I workloads, > 20 years
AD CPU « But Hardware changes frequently, constant
[l] == e aghs Improvement

Applications

AMD CPU
Nvidia GPU

* Programming models, have to be stable but also

AMD CPU

AMD GPU_ support latest HW,
Wiz SUPP

Requires an open interface, across architectures
with multiple implementations

® codeplay”’ © 2021 Codeplay Software Ltd




SYCL 2020 Launched February 2021

Expressiveness and simplicity for heterogeneous programming in modern C++
Closer alignment and integration with ISO C++ to simplify porting of standard C++ applications
Improved programmability, smaller code size, faster performance
Based on C++17, backwards compatible with SYCL 1.2.1
Backend acceleration APl independent

New Features
Unified Shared Memory | Parallel Reductions | Subgroup Operations | Class template Argument
Deduction

Argonne Leadership Computing Facility

@ THENEXTPLATFORM Renesas G e—

ALCF Resources  Science  Community ond Partnerships  About Support Center

PRODUCTS APPLICATIONS DESIGN BUY ABOUT

PRESS RELEASE

aaaaaa

3 Renesas Electronics and Codeplay Collaborate on
SYCL and DPC++ for Aurora & qroiei, 20 VG for ADAS Soations |

hipSYCL Seeing New Runtime For This SYCL Implementation For CPUs + ROCm/CUDA :
GPUs b

CAN SYCL SLICE INTO BROADER
SUPERCOMPUTING?

TensorFlow™ gets native support for PowerVR® !
SYCL fprono GPUs via optimised open-source SYCL™ 3

e Development Using Renesas' R-Car SoCs o 3
uuuuuuuuuuuuuuuuuuuu cross-platfor ¢ Deftve b libraries
and efficien:

®

! 0 SYCLr I network libr: UNIVERSITY OF THE
¢ ARSI . ST of SCOTLAND

Embedded

COMPUTING DESIGN

TECHNOLOGY APPLICATION EMBEDDED WORLD

NERSC, ALCF, CODEPLAY PARTNER ON SYCL FOR NEXT : | P ——— :

GENERATION SUPERCOMPUTERS i f e
: NSITEXE, Kyoto Mcrncomputer, ™ {HSYCL for Xilinx EPGA

Codeplay Software Are Bringing : ‘

Open Standards Programming to

RISC-V Vector Processor for HPC

1

i c and Physica

: : L

3 < I

i Overvi Fingerprint {

! © Overview 3 ™
By Tiara Ofiver f 3

RESOURCES

Introduction

and Al Systems

i 3
PS¢  Abstract ]

Significant SYCL adoption in Embedded, Desktop and HPC Markets

This work is licensed under a Creative Commons Attribution 4.0 International License © The Khronos® Group Inc. 2021 - Page 11



SYCL Projects cumulative growth

Projects - SYCL.tech
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Benchmarks Frameworks Libraries Scientific

Thic _ . _ . . _ ... _ _JplInc. 2021 - Page 12


https://www.sycl.tech/projects/
https://www.sycl.tech/projects/

600

500

400 {1\

GitHub Stars
(&)}
o
o

200

100

—_— -_— R

SYCL user and developer Phenomenal Growth

Star history

[Idintel/llvm

® illuhad/hipSYCL
trisYCL/trisYCL

w celerity/celerity-runtime

® ProGTX/sycl-gtx

® triSYCL/sycl

® pkeir/motorsycl
InteonCo/Polygeist

———

2016 2017 2018 2017 2020 202 2022

Date 2} star—history.com

Some open-source SYCL implementations/prototypes on GitHub

This work is licensed under a Creative Commons Attribution 4.0 International License

stackoverflow questions annually on SYCL+oneapi

800

600X growth
o over 7 years

400

stackovertiow

200

2015-2016 2016-2017 2017-2018 2018-2019 2019-2020 2020-2021 2021-2022

SYCL+oneapi

© The Khronos® Group Inc. 2021 - Page 13



Github SYCL source files is over 30000

"#include <CL/sycl.hpp>"

Pull requests Issues Marketplace Explore
17.5k mentions of #include
<CL/sycl.hpp>in Jan, 2022

Repositories ] 21,446 COde rESUItS 21 K in Aprll, 2022
Code 1K
i‘i‘ jfuentes/heterogeneous-computing-website
i 13 : : :
ST english/content/unit2/oneapi.md
B 17 {{< embed-pdf url="pdf/11-dpc++.pdf" >}}
"#include <SYCL/sycl.hpp>" / Pull requests Issues Marketplace Explore
Discussions 3 —
Packages 0 *Exc Repositories 1] 8,804 COde reSUItS
I 1K
Marketplace 0 C Code
: . . xfong/sycl
_ 5 - e &l library/include/sycl_engine.hpp
Topics cons lssues 152 #ifndef RUNTIME_INCLUDE_SYCL_SYCL_HPP_
usir #define RUNTIME_INCLUDE_SYCL_SYCL_HPP
Discussions 3 #include <CL/sycl.hpp>
namespace sycl = cl::sycl;
8.2k mentions of #include <SYCL/sycl.hpp> in Jan, 2022 Packages 0
#endif // RUNTIME_ENCLUDE_SYCL_SYCL_HPP

8.8 Kin Apl’, 2022 Marketplace 0

#include "crossproduct.hpp”

10k+ in August 2022

is work is licensed under a Creative Commons Attribution 4.0 International License © The Khronos® Group Inc. 2021 - Page 14



KHR

Market neds SYCL easy to build SYCL on any device

- IwWoCLa dSYCL n 2022
S 10" Intern IW orkshops

2016

21 projects

2 implementations in work
3-4 platforms

SYCL was a TSG of OpenCL
10 members attending TSG
<10 GitHub stars

<10 StackOverflow questions
No Safety Critical

No book, a few articles

< 100 GitHub include code
No Supercomputing presence
No automotive

No Clang/LLVM

No common one-stop website
No common teaching material
No HPC

This work is licensed under a Creative Commons Attribution 4.0 International License

2022

on OpenCL and YCL

147 projects

>12 implementations in work
10+ platforms

SYCL is independent WG of
Khronos

20+ members attending WG

>600 GitHub stars

>600 StackOverflow questions
Safety Critical Exploratory Group
1 book, many articles

~30000 GitHub include code

SC BoF 5 years in a row

Renesas R-Car

Clang/LLVM DPC++ active branch
SYCL.tech

SYCL Academy
~7 HPC systems

© The Khronos® Group Inc. 2021 - Page 15


http://sycl.tech

KHR

SYCL is mainstream

« Open Standards and Open Source implementations
« Open cross-company collaboration

« Co-design for all forms of extreme heterogeneity
e SYCL Survey published

Q* What language functionality would you like to see more broadly supported?

|| C++20 as the core language

C++23 as the core language
Unified Shared Memory (USM)

Unnamed kernel lambda functions

| Hierarchical Parallelism improvements

:| None

| Other (Comment)

This work is licensed under a Creative Commons Attribution 4.0 International License © The Khronos® Group Inc. 2021 - Page 16



KHR

Market needs SYCL to Evolve (call to action)
More workloads, NAMD, GROMACS, ROOTS Programming Languages

(244 entries)

Compile more ISO C++ as C++ advances
CTS, SDK, Compiler explorer
SYCL Graphs

SPEC Accel/HPC Benchmarks
Wikipedia, FAQ

SYCL or
DPC+...

R
1%

Java
%

Safety Critical Matlab

Educational videos 45”"

Public CTS nodes Others:

More ecosystem, more libraries : fl:i‘;‘-’gient”'"—ﬂ

SYCL MLIR +  CUDA/OpenMP (1)

Public CTS does L T

SYCL interpreter, Jupyter notebook +  Shell scripting (1)

More Vendor adoption *  Don'tknow (2)

Better tooling, profilers, debuggers, analyzers e

# Python is getting popular.
#» SYCL/DPC++ is being explored
(by FUN3D developers).

Data movement is still King, Will get worse with sparsity
CUDA to SYCL conversion
Parallelism Survey 2022 at NASA

This work is licensed under a Creative Comnions Attribution 4.0 International License © The Khronos® Group Inc. 2021 - Page 17



Market needs SYCL to succeed in democratizing

Q* Which of these provisional and vendor extensions would you like to see become Khronos
extensions?

Scoped Parallelism: View via hipSYCL

Multi-device queue: View via hipSYCL
Command group properties: View via hipSYCL
Buffer-USM interop: View via hipSYCL

Pipes: View via Intel

Accessor restrict property: View via Intel

Accessor properties: View via Intel

Enqueue barrier: View via Intel
Bfloat16: View via Intel

Properties: View via Intel

U
O
O
O
O
U
O
U
O
O
U

None

This work is licensed under a Creative Commons Attribution 4.0 International License © The Khronos® Group Inc. 2021 - Page 18
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From the recent Programming Systems Research
Forum at DOE Feb 2022

Please rate your interest in participating in each of these potential breakout group topics. Pick at
most six (&) topics. We are saving two breakout grou..| free to suggest a topic in the

46 responses

AI/ML in Programming Syste. ..
Challenges in Frogram Synt... 11 (23.9%)
Enabling Codesign with Pro. .. 14 (30.4%)
Performance, debugging, co...
Challenges in Language Lev... 15 (32.6%)
Infrastructure for DSL creatio. .. 12 (26.1%)
Distributed Memory Models. .. 15 (32.6%)
Programming novel non-von. .. 12 (26.1%)
Verification/Correctness: wh. .. 13 (28.3%)
Challenges from Sparsity, Irr...
Performance portability on h...
Mapping and Scheduling on...
Domains in need of a DSL7...
Task-based programming m...
Programming Systems Sust. . 1(2.2%)
random 1(2.29%)
Runtime adaptivity including... 11(2.2%)
Automated machine progra... 11(2.29%)

0 10 20

17 (37%)

12 (26.1%)
18 (39.1%)
19 (41.3%)

This work is licensed under a Creative Commons Attribution 4.0 International License © The Khronos® Group Inc. 2021 - Page 19



From ASCR Workshop Mar 2021

ASCR Workshop on Reimagining Codesign

https: fwww orau_gov/ASCR-CoDesign/

Specialization is more attractive now

that CPUs are improving slowly

ol CHL)  —
From Neil Thompson’s keynote: 500,000 Hr:.;::-jwli----

Specialization is more attractive now but-Mo

CPU T @a8%/y
CPU T @8%/y

Volume needed to be worth designing a specialized chip

Always
00, 000 Specialize

Apecdup from Apecralizalion

Surnmit
'-i|||_-. IOk pRIber s
this many specinlizel
nevelernfors flaell

Thonmgpessn & Spaniatl

2

This work is licensed under a Creative Commons Attribution 4.0 International License
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From Flops to TOPS in ML

Image per sec. Images/TOPS
30000 SYCL can serve even more Extreme Heterogeneity 300

GPU ASIC FPGA
TOPS - 130 TOPS5 21,000 TOPS - 21

This work is ticerOLERS: L/WWW kdnuggets.com/2020/05/tops-just-hype-dark-ai-silicopdisguise htmLl 021 - page 21



From Torsten Hoefler talk: Stop counting and start
moving (data) Data movement is all you need

Even Deep Learning will be limited by data movement

BERT encoder

(LX)
H

Scaled dot= nmducr attention
softrmax

Output
&

-
Add & LayerMorm

Feedforward net
RelU

Encacer layer [reprat M tmes)

Multi-head
attention

dla

Positional | _
embeddin ""\%;.-

[ Input embedding ]

4

Input

highly

optimized
Operator class

99.80

Tensor contraction

61.0

Statistical normalization 0.17

25.5

Element-wise 0.03

13.5

Last week, Opendl published a paper detailing GPT-3, a machine learning model that achieves

sirong racilis an 3 number of natural Iangl_,,,-‘:g-_' benchmarks .!A.I 175 Billissn r)-'ll._'-ll'l'll'-_'h-_-r'_'-.l

where a parameter affects data's prominence inan overall prediction, it's the largest of is

kind

£12 million b traim. |

And with am SOy size E=rd=T=Ts g IS0GE, its one of The

priciest, costing an estimaned

L
2

ovement’

Our performance improvement for BERT-large

- 30% over PyTorch
- 20% over Tensorflow + XLA
- 8% over DeepSpeed

est. savings on AWS over PyTorch:
585k for BERT, $3.6M GPT-3

This work is licensed under a Creative Commons Attribution 4.0 International License

is still King

Jan 2021

02.00554v1 [es.LG] 31

DATA MOVEMENT 15 ALL YOU NEED: A CASE STUDY ON OPTIMIZING
TRANSFORMERS

Andred Ivanoy ' Nikali Dryden ™' Tal Ben-Nan | Shigang Li' Torsten Hoeer '

ABSTRACT
IHmE umklu.nh inday. Traiming ane is 2 very o
=

Trnnsformens are one of the nwed Impociast ms
intenese ek, olten ki e, g sig s besein gaven 1o et
Dizspate this. exisaing bmplemen 15 do niot efficsemly wiliee GPUs We find thar dan
bamtlenieck when rai (LTI -\lud hi's |ﬂ.l'\‘\-'-JIH| LLEH ilTI“'\'\.'IIN'l'\-ll1\.'<lIII||I|.'L' parfi
niw bee ey A i
ww present 3 rocipe for g
2291% mnd ovenll chieve o 1. LU:!. pe rlurmmu. |||.m11|.|ue_t aver >un.-nf-|he an frameworks when traimisg a
BERT encuder Esyer and |, 19 for the entine BERT, Our sppraach is applicable mone braadly e oplimmizing disp
netiral serwnrks, and offers saght ine hisy w nckle smergieg perlormance holeecks

1 INTRODUCTION Micresod, J200), umber of wnining samples (Raffel et .|I
2018 Liwen al, 20093, amd | 5 [ L e
Koaplan e al, X200 These ol significancy ine;

P o ||ir\'|||-.'n|> Indeed, transformers are becoming the

Transfommwers { Wasmam o al., 2001 Thame a clies ol deip meu- -

n cost foms of thoussmds o millions of &
iental concerns [Sirubell et
coelerae with pashes tow

s iyt on nsaral lar
cessing (ML e luding Lan radeling {Radlond e 2l
208 Wamg el -J| 1IIIN 20193, guestion-answering (Ra-

- with tens of Ballicer o nllies of pamiseies (h

Lo TR L ——_—_— e T “

Sparsity in Deep Learning: Pruning and growth for efficient
inference and training in neural networks

TORSTEN HOEFLER, ETH Ziirwch, Switecrland
DAN ALISTARH, IST Austria, Austria

TAL BEN-NUN, ETH Zénch, Switzerland
NIKOLUI DRYDEN, ETH Ziirich, Switzerland
ALEXANDRA PESTE. IST Austria, Austria

The growing encrgy and perfarmance casts of -lrr,\ learning have dedven the communty 1o reduce the xise
of neural networks by selectively pruning components. Similarly to their biological counterparts, sparse
netwarks generalize just as well, if not better than, the ornginal dense networks. Sparsity can reduce the
miemory foctprint of regular networks to fit moblle devices as well &5 shocten Lrainung time for ever growing
actworks. In this paper, we survey pros work on spassity in deep Jearning snd provide an extemsive lutorial
of sparsification for both inference and traiming. We describe approaches to remove and add elements of
neural networks. different traiming strategaes 1o ackoeve modd sparsity, and mechamisms to explont sparsty m
practice. Our work dastills idexs fram more than 300 rescarch papers and provides guidance to peactitioners
who wish to utilize sparsity today, as well as to researchers whose goal is 1o push the frontier forward. We
wiclude the necessary background oo mathensatical methods (o sparsification, describe phencanena sach
as early structure adaptation. the intricate relations between sparsity and the training process, and show

1 real burdware We aleo define & metric of pruncd paramcter cfficiency

techmiques for achievisg accclerati
that could serve as a baseline for comparison of different sparse networks. We dose by specalating on how
spansity can improve fulure worklosds and outlme mage open problems in the ficld

The supreme goal of all theory is to make the irveducthle basic elements as simple and as few as
possible without having 1o surrender the adequate representation of a single datum of experience -
Ablbert Einstein, 1933

e22
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We need Codesign with extreme Heterogeneity

This work is licensed under a Creative Commons Attribution 4.0 International License httDS: / /dO] ,OI"Q/ 1 021 72/@&%2(ﬂr9nos® Group Inc. 2021
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Future SYCL: Emerging transformative technologies

Anatyze
Workloads
Comprihensively

Rapid,

Continuous
Codesign and
Integration s
o Foster |y
InteraSEplinary |
Drails Aebipitils
\ LL"{-':'I:V gwgn
\,

9

KHR

Chiplets and Superchips

Licensable IP for Server-class processors (ARM)

Open Source Hardware and Open Silicon Compilers (RISC-V)
Photonic Resource Disaggregation (Ayar Labs TeraPhy, ARPA-E
ENLITENED, and DARPA PIPES)

Standardized Accelerator Interfaces (CCIX, Coherent PCle,
CXL, UCle, HSA, Intel Level-0 & DSA)

Advanced Hardware description Languages and Hardware
generator

New Accelerators (Ex: AMD/Xilinx Versal, SambaNova,
Graphcore, Cerebras...)

Advanced Packaging Technologies for Heterogeneous

Integration (HIR) https://eps.ieee.org/technology/heterogeneous-integration:
roadmap/2019-edition.html

Open Source and Extensible Compiler Frameworks (LLVM,
MLIR)
Al integrated applications

Programming Abstiagtionsefisamewaiksonangd-Lapguages (SYCL,

This work is licensed under a Creative Commons Attribution 4.0, jntqraational Ljcense | © The Khronos® Group Tnc. 2021 - Page 24


https://www.osti.gov/servlets/purl/1843574
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Parallel Industry Initiatives

C++17
SYCL 1.2 SYCL 1.2.1 SYCL 2020 SYCL 202X
C++11 Single source C++11 Single source C++17 Single source C++20 Single source
programming programming programming programming
Many backend options Many backend options
;“E? ~“gf> Q“g‘?
s /74 s /A § /A 77 - Pinins N
OpenCL OpenCL OpenCL OpenCL OpenCL
OpenCL 1.2 OpenCL 2.1 OpenCL 2.2 OpenCL 3.0
OpenCL C Kernel SPIR-V in Core
2011 2015 2017 2020 202X

This work is licensed under a Creative Commons Attribution 4.0 International License
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SYCL Implementations in Development (2022/05/01)

SYCL, OpenCL and SPIR-V, as open industry

SYCL enables Khronos to influence
standards, enable flexible integration and SYCL. ISO C++ to (eventually) support
deployment of multiple acceleration technologies Source Code heterogeneous compute
ertil / ycodeplay” | CComputeCpp

. UNIVERSITAT
hipSYCL HEIDELBERG
ComputeCpp
Uses LLVM/Clang Multiple hipSYCL
Part of oneAPI Backends Multiple Backends
~ e,
~ ot
~
~
®
N°

Sa
- >
ncuL:gLA NVIDIA GPUs
NVIDIA
GPUs

OpenMP nviDiA
-~ ‘I:
@ OpenC
Cm|

\
\
\
\ CUDA
Any CPU ‘\
GPIR. \
J AMD GPUs Intel CPUs 1
O == \

Intel GPUs
GPIR. Intel GPUs

Intel FPGAs
AMD GPUs
z Intel CPUs
Intel GPUs

(depends on driver stack) qu )
Arm Mali Cm_
I Intel FPGAs IMG PowerVR

Renesas R-Car

gxperimental

Intel GPUs
AMD GPUs
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SYCL Experimental Development (2022/05/01)

SYCL, OpenCL and SPIR-V, as open industry
standards, enable flexible integration and
deployment of multiple acceleration technologies

GroL.

Source Code

Celerity
SYCL

DPC++ fork

o ! | |

SYCL enables Khronos to influence
ISO C++ to (eventually) support
heterogeneous compute

triSYCL

Open source
test bed

/
— \
OpenMP 9
Any CP)J/ Y I
&g V5
/7 & |8 €
r & \ %&
-\9 \ wl
9 8B [
0, en‘éll
P AnycPU '
(SPIR_
XILINX Versal
XA ACAPLLVMIR
(open-source OpenCL FPGA LLVM IR
supporting CPUs and HLS

NVIDIA GPUs and more)
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£,

OKU

N

H

S

HUAWEI

Inteon neoSYCL SYCL/DPC++

MotorSYCL Poligeist SX-AURORA Huawei

SYCL TSUBASA Ascend Al

DPC++ fork

! } !

MLIR VEO

Nvidia
';gﬁ Intel CPUs
NEC VEs Ascend 910

Al processor

Multiple Backends in Development
SYCL on even more low-level frameworks.
For more information: http://sycl.tech
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Migration advice by Platform (2022/05/05):
For a device kind, which SYCL compiler?

ViR

RISC-Vv" .

@g AmMDO Ahabona

NVIDIA

Google  QrOQ  GRAPHCORE

(/R T

- e
HLUAWE]

CXILINX

NVIDIA GPUs
- DPC++ supported today by Codeplay, open-source, optimized

AMD GPUs

- EipS\l(_CL open-source today is better and is supporting European Processor initiative in LUMI &
arolina

- DPC++ experimental support today by Codeplay, open-source

Intel GPUs
- DPC++ supported by Intel

New hardware:

- Codeplay supports a range of new hardware with ComputeAorta + ComputeCpp, including RISC-V
cu%tom th_ar ware and GPU IP from Imagination Technologies and ARM, as well as Renesas R-Car for
automotive

- Also can do it on their own (DIY)
FPGA
- DPC++ compiler for Intel FPGAs
- AMD/Xilinx has triSYCL prototype for FPGA & CGRA
Al/ML/NN
- All the major implementations/companies can customize support or you can build it DIY
RISC-V
- Codeplay has developed ACORAN stack for RISC-V as an accelerator over X86 CPU
CPU
- All major SYCL implementations
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SYCL Ecosystem, Research and Benchmarks 2022/05/01

Implementations

neoSYCL
SX-AURORA TSUBASA

oneAPI

oneAPI DATA PARAI.I.EI. c"""

nnnnnnnnn

Y

Huawel _, ComputeCpp

Research ) N\
)
'-‘“? (.;.el er,[ty EXASCALE COMPUTING PROJECT

PYTHRCH

@ - h I p S I C L '
o v— : ‘ ¢ GROMACS
O: S D
o Sy

(V]

() Hpc Aeenne

02 QLIALCONW\"

T Bl University of
¥ [ BRISTOL

Tutorials/Benchmarks/
Books

=

o v oo oo [ o 1 e s

AN INTRODUCTION TO PROGRAMMING WITH SYCL OI
PERLMUTTER AND BEYOND, MARCH 1, 2022

AMD

Working Group Members

“eative Commons Attribution 4.0 International License

Recent Workshops

Future
Workshops

Distributed and Heterogeneous Programming  Portable Heterogeneous Programming with
in C++ (DHPCC++22) SYCL (PHPS22)

in3 X oneAPI Developer Summit at |

oneAPI

G

DevSummit
tiwocL - )
B - Workshap
2 i -
all
€D nmoe
oneAPI Developer Summit @ SYCLcon 2022 SYCL Workshop with ENCCS for the Karolina
. Supercomputer
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Nvidia and AMD Support in DPC++

Extending DPC++ to target Nvidia
and AMD GPUs 29

Supporting Perlmutter, Polaris and
Frontier supercomputers

SYCL source
Open source and available to code
everyone ‘ ’
CO d e p | a y CO m m e rC i a | |y S u p p O rts clang++ -fsycl -fsycl-targets=nvptx64-nvidia-cuda clang++ -fsycl -fsycl-targets=amdgcn-amd-amdhsa
these implementations , k - A |

0K Rinse

o

https://www.codeplay.com/oneapiforcuda
RasQ or AMD coming
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CUDA as a backend

* The DPC++ runtime currently implements 4
SYCL backends: DPC++
* OpenCL

* Level Zero / / \
0 ELIDA OpenCL CUDA
* HIP
* Moving up a level of abstraction, you o
untether your codebase from specific v
hardware o - .me| i o
* Developers have flexibility to prioritize CP“ “ m GPU
perfO rma nce K Supported by Intel / \ Supported by Codeplay /
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Performance comparison

CUDA(cuDNN) vs SYCL(SYCL-DNN) on NVIDIA
A100 GPU

e SYCL uses the same C++
performance model as CUDA,

T — so it achieves very similar

performance for the same code

* SYCL makes it easy to write
parameterizable code that
adapts the algorithms to
underlying hardware: this

CuDA/cUDNN 2 mCodeplay sycl? . © ena_ble_s a-utomatlc ]
optimizations that increase
performance

Resnet-50
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Argonne National Labs Comparison

XSBench Lookup Method Performance on V100

(Higher is Better)

70 SYCL achieves

60 65 equivalent

50 performance to
S 40 43 Optimized CUDA
o
L 30

20 26 28

10 15 16 I

0

Unionized Hash Nuclide

CUDA CUDA (Optimized) W hipSYCL

Presented at IWOCL, April’20
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https://chat.codeplay.com/user_uploads/2/92/9gNm80RjlarOUK_1QCvCZx5F/iwocl-syclcon-2020-homerding-38-slides.pdf
https://chat.codeplay.com/user_uploads/2/92/9gNm80RjlarOUK_1QCvCZx5F/iwocl-syclcon-2020-homerding-38-slides.pdf

DPC++ performance on Nvidia GPUs

BabelStream FP32 MB/s

200000

180000

* This graph compares the BabelStream

benchmarks results for:
* Native CUDA code
* OpenCL code . et
e SYCL code using the CUDA backend
* Run on GeForce GTX 980 with CUDA 10.1

20000

e Minimal SYCL overhead 0

http://uob-hpc.github.io/BabelStream
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http://whttp/uob-hpc.github.io/BabelStream

National Energy Research
Scientific Computing Center

v 4
b
0

SYCL Enables Supercomputers

“this work supports the productivity of o
Argonne

scientific application developers and users
through performance portability of
applications between Aurora and
Perlmutter.” .

y A
|
rrreeer

BERKELEY LAB

NATIONAL LABORATORY

4

At sonn: A Enables a broad range
of software frameworks

and applications

% JENERGY

(inte) @ =~

( UJ)
fuasle, | =€
(@)

I~

"kokkos
® S ha
§ Perlmiter;, intel GPU RAJV
A ' C Celerity
E alm~aka &
oneAPI @ BabelStream
OAK RIDGE 0

4 &) ~

National Laboratory

Codeplay works in partnership '

' ' ' Y GROMACS &
with US National Laboratories Qs ot i e |
to enable SYCL on exascale Dt r'nﬁ_r:_ FHER
supercomputers

P P AMD G oUs

35
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Towards a Portable Pipeline in Drug Discovery

 The LIGATE project aims at building a portable drug discovery pipeline

« Funded from the European High-Performance Computing Joint Undertaking
Joint Undertaking (JU)

« HPC is heading toward specialization and extreme heterogeneity

* SYCL enables to write platform independent code, while keeping native-
comparable performance

-

@ ll
£ . nVIDIA Rree S e NVIDIA
S | - e LEONARDO ™ ¥
: p‘ ' ] E :

i:-’ E _‘-ovxsae lntel e , ln e
?;f MARCONI100 DAVINCI-1
=iy

-

N/ https://www.ligateproject.eu/
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SYCL as a universal programming model for HPC

Starting with US National Labs

Across Europe, Asia are many Petascale and pre-exascale
systems

 With many variety of CPUs GPUs FPGAs, custom devices
 Often with interconnected usage agreements
rope EPL hipoYCL in Leonargemtur

Ise -ri,.L;EQYNARDO : MELUXINA

Il BEAaXy U0 ekl EOESEEEEERR B T e S | Tigme W E R

e = & T A e : Tmeer | PR

G e BELGIUM o PN )
.....................
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Easier, Short Path to Heterogeneous Programming

Open Source CUDA™ to SYCL® Code Migration Tool - Project SYCLomatic, DPCT

SYCL" with oneAPI open, cross-architecture, standards-
based programming

Simplify Heterogeneous Development

Allows developers to expand the value of their investments across From Diverse Programming Approaches

architectures

. . . . . CPU GPU FPGA Other
Prov1‘des choice in hardware & freedom from proprietary, single-vendor | EESEREEE |EEEEEEEE B accel.
lock-in model model model programming

models

Intel is providing a CUDA™ to SYCL" migration tool: e
PrOjECt SYCLomatIC accelerators
¥

To Productive, Performant
Cross-architecture, Cross-vendor Programming

Enables developers a productive path to create single-source, portable
code

for hardware targets regardless of vendor

Simplifies development while delivering performance, reduces time & SYCL. * on;!\ o
costs ISO C++ & Khronos SYCL & community extensions

for code maintenance Project SYCLomatic: CUDA to SYCL Code Migration Tool

A community to share, collaborate & contribute software technologies

Available on GitHub now

FPGA Other
github.com/oneapi-src/SYCLomatic https://github.com/oneapi-src/SYCLomatic accelerators

Use the tool, please provide feedback!
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https://github.com/oneapi-src/SYCLomatic
https://github.com/oneapi-src/SYCLomatic

SYCLomatic Tool Usage Workflow

(newly open sourced by the end of May)

Collect compllatlon options of the
Developer’s CUDA" source from project
build scripts, eg. Makefile, vcxproj file

Assist developers migrating code written in

CUDA to SYCL by generating SYCL code s
wherever possible LJ
Typically, 90%-95%* of CUDA code Developer's

automatically migrates to SYCL code CUPA Source

Inline comments are provided to help
developer complete and tune the code

This work is licensed under a Creative Commons Attribution 4.0 International License

90-95%*
Transformed

Compatibility
Tool

Complete Coding
&
Tune to Desired

Performange

Readabl | |
eadaole
SYCL with Inline I—I

Comments

SYCL
Source Code

© The Khronos® Group Inc. 2021 - Page 39



Case Study: Zuse ZUSE e
: : INSTITUTEZ
Institute Berlin BERLIN

From CUDA to DPC++ and back to Nvidia GPUs... and FPGAs

A oneAPI| case study with the tsunami simulation easyWave

Compatibility Tool

processor with SYCL support |

Even on NVIDIA GPU, SYCL code is CUDA Code 1,705
only 4% slower (with Codeplay ™ PPet Coce | , L7%6]
. 0 500 1,000 1,500
developed open-source compiler) compute time / ms

e Originally written for NVIDIA GPUs with CUDA
e Auto-converted to SYCL (DPC++) with Intel’s

e Resulting SYCL code runs on: NVIDIA GPU, Intel
GPU, Intel CPU, Intel FPGA [ + any new

only 4% slower!
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N-Body

e Simulates gravitational interaction in a
fictional galaxy

https://github.com/codeplaysoftware/cuda-to-sycl-nbody
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Familiar Standard C++ Code

SYCL

axySimulator: :stepSim() {

DiskGalax imulator: :stejg

wWg sSl1lzZe =

4 ’

I wg size =
nblocks = ((getNumParticles() - 1) / wg_size) +

5 = ((getNumParticles() - 1) / wg_size) +

! start = std::chrono::stes:
= & P o e Ry - o B : for (size t i = 0; i € params.max

wi):
erFrame; i++) {
: thandler &cgh) { |

t
o
]
-+
]

.t
| S std: :chro ( ck::now() ; .t
for (siz Cad= ; 1 € par s.maxIterationsPerFrame; i++)| {

particle interaction<<<nblocks, wg s1ze>>>(pos

params) ; cgh.parallel for(sycl::nd range<l>(sycl::range<!>{nblocks) *
std: :swap(pos_d, pos_next d);

sycl::range<l>(wg_size),
} N sycl::range<|>{wg size)),
gpuErrchk (cudaDevice [=](sycl::nd item<l> item ctl) {
da stop = std::cl ock: :now() ; particle_interaction( t0, p

next_d_ctl,

=

vel | r PALams cta
item ctl);

rent devic

() .queues
:steady clock::now();

jait and throw(), V)

Code changes
are minimal

chrono: ;duration<float, std::milli>(stop - start)

re:vftomEE¥ic9£):

® codeplay”’
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Performance Achieved

. .
-

L .on . .

, N-body demo running with CUDA on device: NVIDIA GeForce RTX 3060 "

Kernel Eime: 6.47 ms

-~
L
-

N-body demo running with DPC++ on device: NVIDIA GeForce RTX 3060
Kernel time: 6.45 ms

www.codeplay.com/oneapiforcuda/
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The Emergence of RISC-V

Semico Research’s New Report Predicts There Will
Be 25 Billion RISC-V-Based Al SoCs By 2027 | Rich
Wawrzyniak, Semico Research Corporation

® codeplay”’ © 2021 Codeplay Software Ltd. - CONFIDENTIAL



RISC-V

e What is RISC-V?

e FOSS RISC Instruction Set Architecture ®
* No license required : 4 I Q ISC

e Simple base ISA (~40 instructions)

 Multiple optional extensions

_ https://riscv.org/
* Flexible Systems

* Hard IP Blocks
* Multiple RISC-V Cores

® codeplay”’ © 2021 Codeplay Software Ltd. - CONFIDENTIAL



The RISC-V Ecosystem

* RISC-V's place in the ecosystem

* Growing ecosystem around RISC-V from different vendors
 More single ISA solutions e.g. RISC-V host, RISC-V accelerator
* Often used with bespoke components e.g. Convolution hardware

* RISC-V is growing rapidly
 QOver 1000 RISC-V members
 Multiple large companies working with it
e Likely to be used for a lot of new growth areas such as Al

® codeplay”’ © 2021 Codeplay Software Ltd. - CONFIDENTIAL



RISC-V Vector Extension Driving Al and More

Proposed RISC-V vector instructions crank up
computing power on small devices | Agam Shah,
The Register
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RISC-V Vector Extension: Scalable Vectors

* Introduces vector support for different datatypes

. half, float, double, etc

* Vector width operations configurable at runtime
C The RISC-V V-extension uses scalable vectors
O Not int2 or int4 but more like intN
C Vector instructions will act on chunks within 'N'
0 Up to the maximum hardware-supported vector length ( bits)
0 Config instructions dictate how vector registers will be used
0 e.g. element size, total required

0 returns active vector length used in following instructions

® codeplay”’ © 2021 Codeplay Software Ltd. - CONFIDENTIAL




RISC-V Vector Example

 Example float operations for 15 items for different VLEN
* Configure for 15 total elements, 32 bits element size

I
VLEN=128
: L

1 1 [ T 1 | :
VLEN=256
[ N R I R
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Example System

X86 ARM : Simulator
RISC-V : FPGA
. Hardware
Host CPU : Core 0 | Core 1 Core N

(OpenCL / SYCL / etc. |
Programs

‘IFl Elﬂck‘lF’ E'ﬂﬂk‘

L B L B B )

Host DRAM Device DRAM
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Implementing SYCL Support for RISC-V

. Codeplay is working with the community
. Code contributed to LLVM
. Our software stack enables RISC-V simulator

NSITEXE, Kyoto Microcomputer and Codeplay
Software are bringing open standards programming to
RISC-V Vector processor for HPC and Al systems

® codeplay”’ © 2021 Codeplay Software Ltd. - CONFIDENTIAL



SYCL on RISC-V Architecture

C++ software VGG-16 ResNet

Neural network classifier application Eigen - Linear Algebra Library

SYCL-DNN — Similar to cuDNN

Compiler

SYCL-BLAS - Similar to cuBLAS
Driver interface API

RISC-V hardware

ComputeMux

Host CPU Programmamble
Cores/GPU

Sl [ 1P Blocks This software stack provides
us

interface all the supporting open source
e | e libraries and frameworks

N 4

RISC-/°
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Next Steps

* Support additional hardware
e Bespoke IP blocks

Al and image-specific hardware blocks
 DMA

* Mapping OpenCL extensions to hardware
* Support new or custom RISC-V extensions
 Continue work on scalable vectors
 Tune for performance
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Safety Critical Heterogeneous Computing

. There are multiple industries interested in safety critical
heterogeneous computing

. The automotive industry is moving towards these
architectures

. They are essential for Al software execution
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JOIN SYCL Safety-Critical Exploratory Forum

Now

Proven Khronos
Exploratory Process to
ensure industry
requirements are fully
understood before starting
standardization initiatives

Any company is
welcome to join

No cost or IP
Licensing obligations

Project NDA to cover
Exploratory Forum
Discussions

—\
—

Exploring real-world industry requirements for
open and royalty-free high-level compute APIs

suitable for safety-critical markets

More information and

Khronos SYCL Safety-Critical
Exploratory Forum

KHRONOS (GYCL.

Online discussion forum and
weekly Zoom calls

No detailed design activity
to protect participants IP

Explore if consensus can be built around an
agreed Scope of Work document

Discuss what standardization activities can
best execute actions in the Scope of Work

signup instructions
https://www.khronos.org/syclsc

N| Scope of Initiation of
Work il> Khronos Working
— A Document Group to execute
the SOW
7

Agreed SOW
document released
from NDA and made

public

This work is licensed under a Creative Commons Attribution 4.0 International License
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SYCL SC in the Khronos SC Ecosystem

O PyTorch I TensorFlow

Neural network models are trained in the cloud using a variety of

platforms.
Decisions
Data E 'NNEFN Once the model is trained it is exported and converted to NNEF before
Processing m— being passed to a safety-critical API for inferencing.
£ itical Visi licati '
Safety-critical Vision or Al Application OpenVX provides high level APIs for Vision and Al with a safety-critical
profile, enabling applications to quickly deploy trained NN models.

@

> |\_// ; | SYCL SC provides a general parallel programming AP| for accelerated
00 . b compute at the C++ level. A typical Al application pipeline will combine

= SYCL \)penvx e _< the discreet functionality exposed by OpenVX with proprietary

' algorithms written using SYCL SC involving data pre-processing and
Z post-processing, as well as complex decision making.
(/) PN Vulkan SC or OpenCL are lower, execution-level APIs that could be
( ~ - ™ " used to accelerate higher-level APIs like SYCL SC & OpenVX

(a4 Vulkan/&J OpenCL -
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Khronos AUTOSAR Liaison What next?

Project Leader Team

Working Groups

[

v

> WG-A
k [ Architecture Team

] [ mlogG;nTTempIates } [ Auton‘:zﬁis\: Esgcurity } [ Savae?y-ﬁggm
WG-AIF —) \NG-CLD WG-DIA WG-IVC
Application Interfaces Cloud Services Diagnostics In-Vehicle COM
WG-RES WG-TSY —P WG-UCM WG-V2X
Resources Time Synchronization Update & Conf. Management Vehicle to X
L i _
s * B
WG-CP-RTE WG-CP-MCBD WG-CP-LIB WG-AP-EMO WG-AP-DI WG-AP-ST
Runtime Environment Multicore BSW Distr. Libraries Execution Man. & OS Demonstrator Integration System Tests
WG-CP-MCL WG-AP-PER WG-AP-CCT
MCAL and NVRAM Persistency Central Coding Team o
AUT@SAR Design guidelines for using parallel processing .
i o T 3D Graphics 3D Assets Portable XR
_ i — i Desktop, Mobile Authoring Augmented and
Document Title Design guidelines for using and Web and Pelivery Virtual Reality
. S N,
parallel processing Qukan. anari> W
technologies on Adaptive | Ope NX
Platform QoerGLES oGl CCOLLADA.
Document Owner AUTOSAR
Document Responsibility AUTOSAR @GL 'mherce
Document Identification No 884 ™ ! ‘
Document Status published
Part of AUTOSAR Standard | Adaptive Platform T G T SYCL/OpenCL
Part of Standard Release R19-11 penGL Isc. Vulkan| @ Safety Critical APIs

2
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Parallel

Computation
Vision,
Inferencing,
Machine Learning

OpenVX_, "I\'IF_E_E
OpenCL
Gre..  GPR

KHRONOS

SAFETY CRITICAL
ADVISORY FORUM

50}
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SYCL Modern C++ Heterogeneous Model

® SYCLis becoming part of a standard programming model for HPC machines
across the world

e SYCLis a global standards group with multiple company contributions

e SYCL moves with ISO C++, updates every 1.5-3 years

* SYCLis at the heart of oneAPI

 SYCL can adapt to the latest HPC hardware changes

e SYCLis being used in multiple top500 supercomputers

 SYCL, RISC-V, Vector Extension and Accelerators with LLVM Machine Learning
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Enabling Industry Engagement (2022/05/14)

« SYCL working group values industry feedback
- https://community.khronos.org/c/sycl

- https://sycl.tech
Open to all!
° SYCL Academy https://community.khronos.org/www.khr.io/slack
. https://app.slack.com/client/TDMDFS87M/CE9UX4CHG
- https://github.com/codeplaysoftware/syclacademy https://community.khronos.org/c/sycl/
https.//stackoverflow.com/questions/tagged/sycl
https:// .reddit.com/r/sycl
° SYCL FAQ https://github.com/coz:plav\j:cvﬁv;gre}svcccl’zTcaziesécv
- https://www.khronos.org/blog/sycl-2020-what-do-you-need-to-know pitpsiiisvcltech,

» SYCL regular Survey

Public contributions to Specification,

Conformance Tests and software
https://github.com/KhronosGroup/SYCL-CTS
https://github.com/KhronosGroup/SYCL-Docs
https://github.com/KhronosGroup/SYCL-Shared
https://github.com/KhronosGroup/SYCL-Registry
https://github.com/KhronosGroup/SyclParallelSTL
https://github.com/intel/llvm

Khronos SYCL Forums, Slack Channels,
Stackoverflow, reddit, and SYCL.tech

Khronos GitHub
Contribute to SYCL open source
specs, CTS, tools and ecosystem

SYCL
Adyvisory
Panels

Invited Experts
https://www.khronos.org/advisors/

SYCL
Working
Group

Khronos members
https://www.khronos.org/members/

https://www.khronos.org/registry/SYCL/
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https://github.com/KhronosGroup/SYCL-Docs
https://github.com/KhronosGroup/SYCL-Shared
https://github.com/KhronosGroup/SYCL-Registry
https://github.com/KhronosGroup/SyclParallelSTL
https://github.com/intel/llvm
https://community.khronos.org/
http://www.khr.io/slack
https://app.slack.com/client/TDMDFS87M/CE9UX4CHG
https://community.khronos.org/c/sycl/
https://stackoverflow.com/questions/tagged/sycl
https://www.reddit.com/r/sycl
https://github.com/codeplaysoftware/syclacademy
https://sycl.tech/
https://community.khronos.org/c/sycl/
https://sycl.tech/
https://github.com/codeplaysoftware/syclacademy
https://www.khronos.org/blog/sycl-2020-what-do-you-need-to-know
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